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CONTINUOUS TNTERNAL EVALUATION- 1
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Note: Answer any 2 full questions, choosing one full question from each part.

() Questions Marks RBT COs
N
PART A
I aDerive an expression for average information content of symbols in 3 L1 €Ol
long independent sequence.
b Consider the state diagram of a Markov source: Y L3 COl
—P) 6
Determine: 1) State probabilities; i) Entropy of each state; iii) Entropy
of source.
©Show that the entropy of n" extension of a zero memory source 'S' is 6 22 COl
HES" = nlliS),
d Consider an alphabets x, x%.x:.x: with their respective probabilities Vs, 7 L2 | €Ol
v, L8, 1/8. determine the entropy of the source and shaw that for the
2" extension of the source H(SH)= 2H(S) by listing all the 2™
extension symbols and their respective probabilities.
OR
= 4 lind the minimum number of symbols, 't in the coding alphabet for 6 L2 Coz2
devising an instantancous code such that W2 10,5, 5, 1, 3. device
such a code, { Where "W represent set of code words of |I::n"1h I 2
bState Kraft McMillan Inequality property, 3 LE | EQ2
¢ Consider the following source with probabilities: § LZ €02
S={A.BCDEF} P={04,02,020.1,0:08;002)
Find the codewords using Shannon-fano algorithm and also find its
cliiciency.
d '*apph shannon's encoding algorithm and eenerate binary codes for the 8 R 8 2
sel of messages given below. Also find variance. code efficiency and
redundancy,
s i T"'-[ % B 1"'-'I| IVI-.
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CONTINUOUS INTERNAL EVALUATION- 1

PART B
lfw‘_:l For the Markov source shown below, Find

L

[ L3 Co1l

U} the stationary distribution
1) stale entropies
i} source entropy
W) Gy G oand show that Gl = G2 = His}.
g 7/
B

A

b Mention different properties of entropy
¢ The international Morse code uses
dashes to transmit letters of English alphabet, The dash i« represented
by a current pulse of duration 2ms and dot of [y The probability o
dash is half as that of dot. Consider Ims duration of Lap is given in
between the symhols, Calculate
1) Self information of 4 dot and dash.
i) Averape information content ol a dot-
i) Average rate of information,

OR

and prove extremal property, 8 L2 | 'COl
d sequence of symbols of dots and 7 L2 | a2t

dash code.

4 a Derive Noise

less coding theorerm and How codewords designed for 8 L2 eos
any svmbaols?
b Given the MESSALes X\, X1, X7, Xy % with respective probabilities (0.5, 7 5 R e
0.23; 0:125, 0.0625, L0625

Construct a binary code by applyving

Shannon-Fang encoding procedure. Determine the code efficiency and

redundancy.

c Apply Shannon encodmg algorithm and scnerate binary codes fo

" the 10 LY | €2
set of symbols given in whle below. Also find efficiency,

Sym A 8] Rt
P 0.

B E
.13 15 0.1 (.05
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h

Note: Write internals in A4 sheets and in CVELY page write vour name,
wilh your signture, Afier cxam arran
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